Abstract—This paper reports on distant consciousness-device experiments performed as a long-range signal transmission between spatially separated human-'transmitters' and device-'receivers'. These experiments have been conducted between 2015 and 2019 with operators from the USA, Canada, Europe, Russia, China and Argentina. Signals on the receiver side are detected by electrochemical impedance spectroscopy (EIS) of aqueous solutions. They are displayed as real-time html plots streamed in internet and represent a remote feedback. Local feedback is provided by EEG data available for operators also in real time. Distance between operators and EIS devices varies between 101 to 106 meters. Combination of remote EIS and local EEG feedbacks enables controllable conditions for operators and contributes to achieving well-repeatable outcomes. Experiments demonstrated initial 74% of success in web-based attempts that is improved up to 96%-98% with increasing the number of repeating attempts. Authors express a hypothesis towards quantum nature of such experiments that are generated and measured on a macroscopic level by biological and technological systems. The developed approach has multiple applications, this paper considers its usage for training of operators who target distant activities.

I. INTRODUCTION

The long-range signal transmission experiments started in 60s and 70s of XX century in different fields of biophysics, instrumental psychotronics and military applications that later resulted in quantum-mind research of 90s. There are well-known experiments with human operators (transmission of visual information on distances of several hundred km) organized by Vasilev [1], animals (analysis of EEG data of twin rabbits on the distance of 22 km) performed by Perov [2], Akimov's experiments with plants [3], 'remote action' experiments by Hubbard [4], military research of USSR and USA [5]. In XXI century these experiments are essentially improved by the distance (up to 13750 km) [6], by used devices and by methodology of performed attempts. Significant statistics has been collected both for the number of replications and for diversity of used instruments and operators.

The main idea of these experiments consists in observation that electrochemical processes, expressed in the form of ionic dynamics, are sensitive to non-contact 'weak impact-factors' generated by various entropic, electromagnetic or even mechanical processes [7]. The high-resolution AC/DC conductometry and EIS spectroscopy have become popular methods for analyzing such weak phenomena. There are several variants of corresponding methods/devices, such as measuring the relative dispersion of conductivity [8], analyzing the DC-current-conductivity [9], [7], detector on deeply polarized electrodes [10], contactless measurement of conductivity [11] and differential EIS [12]. Conductometric systems were used for testing human operators, for example, the two-channel system developed by Dr. Bobrov in 80s and 90s [13]. The fact of involving the 'consciousness-consciousness' and 'consciousness-device’ approaches into different governmental programs was emphasized in numerous interviews and publications [14], [15], [5]. Current journal publications [16], [17] point to a possible intensification of these works.

Similar effects have been studied in different countries. For example, large-scale studies of External Qi, especially for its distant form, have been conducted in China. Many Qigong Masters had the ability of remote healing. The most famous case was the cooperation of Yan Xin, Tsing Hua University and Institute of High Energy Physics in Beijing. The research results include the influence of Qigong External Qi on the molecular stricture of materials at the distance of 2000 kilometers [18], on the laser polarization plane [19], on aqueous solutions measured by Laser Raman spectroscopy [20]. It was found that the effect of Qigong External Qi was almost the same at the distance of 7 and 2000 kilometers. This effect is assumed to be related to a macroscopic entanglement [21], [22], [23], [24], [25].

This paper describes public experiments performed during 2015–2019 on the transmission of distant impact on electrochemical test systems with human operators and technological/hybrid devices located in the USA, Canada, Europe, Russia, China and Argentina. The experimental data from sensors are transmitted as html graphs in internet in real time, which create a remote feedback loop between the 'transmitter' and 'receiver'. These experiments are performed as an 'open science approach' using web platforms (for example, aquapsy.com). Various applications of this system for emergency signalling or remote monitoring have already been described e.g. in [6], [26], here we focus on operator training applications.

The studies [27], [28], [29] demonstrated training of mental abilities of operators for deep meditation, stress reduction, psychosomatic regulatory functions, in sports and for use in the brain-computer interfaces (BCI). The papers [30], [31], [32] report on gifted people and the necessity of operator selection for extrasensory perception (ESP), but also stress that the ESP capabilities can be significantly improved through systematic training. A similar experience has been gained in...
Buddhist temples (for example, the Wat Phra Dhammakaya temple in Thailand and its branches in Nepal and Germany) that practice various forms of meditation. Lucid dreaming can also be improved through systematic training [33], similar data are found for teaching healers [34]. However, traditional methods of mental training do not have objective feedback; this leads to a long-term trial and error process. The introduction of neurocognitive feedback based on EEG (for example, using commercially available devices MUSE, EMOTIV, NeuroSky, and others) reduces the training time and improves its quality [35]. An interesting aspect of this study is collective neurocognitive feedback and BCI for large audiences [36].

Experiments with remote EIS-based feedback indicated a similar trainability also for ‘non-local skills’. We understand here primarily the operator’s capability of distant interactions, e.g. distant healing, remote impact on biological and water-containing systems, or interactions with symbolic objects. Initial web-based experiments demonstrated about 74% of positive outcomes in remote EIS attempts, operators achieve about 96-98% success rate after systematic training. Moreover, the combination of local EEG and remote EIS feedback allows operators to correlate certain altered states of consciousness (for example, special visualization methods) with targeted ‘remote actions’. Collective distant attempts, during e.g. collective meditation [37] or joint sessions with several operators [6], are of special interest. The EEG/EIS method contributes to a deeper understanding of synchronization processes and how collective efforts influence the overall result.

From a scientific point of view, the combination of EEG and EIS approaches enables investigating individual and collective neuro-cognitive processes during such ‘non-local tasks’. For example, there is a predominance of alpha rhythm with flat delta and theta dynamics during relaxation and meditation exercises, which correspond to the published results. However, when the operator switches to the ‘non-local mode’, alpha, delta and theta rhythms significantly increase their intensity, moreover, the delta and theta rhythms generate high intensity waves that approach and even exceed the alpha level. In some cases, the beta rhythm is included in such waves, which indicates the role of visualization processes in these tasks. Asymmetry of the left/right and front/rear data channels is also observed. In general, EEG data allow expressing a hypothesis that ‘non-local activities’ differ from relaxation or deep meditation practices and require a special approach for their training.

This work is organized as follows: sections II and III describe the equipment, setups and methodology. The section IV overviews non-local experiments with and without local EEG feedback and with different EIS setups. Finally, the section V concludes this work.

II. SETUP AND EXPERIMENTAL METHODOLOGY

Experiments in this work use the electrochemical impedance spectrometer with optical excitation [12], see Fig. 1, and the commercially available MUSE-2 EEG sensor. The EIS system is capable of performing high-resolution differential measurements, to increase their accuracy, the system is thermally stabilized at the level of the printed circuit board and liquid samples (in the version with thermostat, see Fig. 1(b)). The EIS spectrometer records up to 60 data channels from electrochemical, thermochemical and external sensors, statistical and numerical calculations. The main applications are characterization of non-chemical treatment of fluids, detection of weak electrochemical changes caused by external factors, water handling, infoceutical production and other similar measurements. The entire system and its individual aspects were published in [38], [39], [40], [41], [12] and others. An example of such a system with thermo-insulated container is shown in Fig. 1(c).

Since these experiments deal with weak signals, all setups are installed in basement/separate rooms with stable environmental conditions, without sunlight, mechanical influences or electrical devices generating strong electromagnetic fields near the sensors. To collect data and calculate statistical parameters, a statistical server was used that also transmitted html data of real-time plots in the Internet. The environmental conditions are continuously recorded: the temperature at 6 points in each device, RF radiation 0.45-2.5 GHz, supply voltage, air pressure, 3D accelerometer and magnetometer. Correlations of electrochemical data with data from these sensors are monitored dur-
ing active sessions to exclude influence of local environmental conditions on experimental results, see [42].

Experimental methodology. Early experiments (before 2015) are published in [43], [6], all attempts between 2015 and 2019 are divided into early web-based setups (2015-2017) with manual processing of results, and the setup with automated analysis (2018-2019). The general methodology of early experiments is described in [44]. Synchronization of attempts, assignment of sensors and discussions of results took place publicly in internet forums, different approaches with online graphs or images were used for targeting remote sensors. The distance between operators and sensors ranged from 3 km to 12000 km (based on google maps), an overview of 39 attempts in September-January 2016-2017 is given in Table II.

In the sessions 2018-2019, instead of many different operators, a systematic training was conducted within small homogeneous groups (2-5 operators) with real-time bio-feedback, consisting of two feedback loops, see Fig. 2. The local feedback was provided by EEG sensors, and the distant feedback – by EIS devices. Training sessions were organized along different tasks with increasing complexity: from focusing attention up to intentional increasing or decreasing the trend of electrochemical reactions. Involving EEG-based feedback allowed operators to correlate their mental states with the outcomes of distant attempts, and thus achieving better results, see more in Sec. IV-A. Several sessions in 2019 have been performed with Reiki methodology, see Sec. IV, their systematic analysis is published in [45]. In all attempts 2018-2019, operators had 10-20 minutes for preparations, and 30 minutes for active sessions. The training was performed mostly in the morning time or twice per day (morning and evening sessions). Results of 90 different control and 90 experimental sessions are shown in Table I, their detailed analysis – in Figs. 6–9.

III. AUTOMATED EIS DATA ANALYSIS

Automated data analysis represents an important step of experimental methodology that enables two advanced functionalities. Firstly, it allows long-term autonomous operations of measurement system. Passive sessions without influences from operators are analyzed in the same way as active sessions – this is suitable for a long-term analysis of weak environmental fluctuations, e.g. from global events. Data from electrochemical and secondary sensors are compared for tracking of artifacts. Secondly, since conducting of experiments at the receiving side and analysis of sensor data do not involve human persons, this allows avoiding different operator effects and biases in EIS attempts.

EIS data processing occurs at four levels: in the device (embedded), at the levels of single samples and single sessions, as well as on the level of all sessions.

EIS data processing at four levels: in the device (embedded), at the levels of single samples and single sessions, see Fig. 3. The last level of all sessions involve statistic processing in blocks of 30 attempts. This level distinguishes ‘active experimental sessions’ and ‘passive sessions without operators’. As mentioned, experimental and control blocks are automatically analyzed by the same algorithm, thus passive sessions represent the control experiments. Sampling of all data requires about 70 ms, for noise reduction they are averaged in the embedded level within 30 samples and provided to the application software as 1 sample (up to 60 data channels from different sensors) per second.

A. Analysis on the session level

The regression and stDev analysis. The dynamics of EIS data is divided into two phases: the phase $B$ – background recording (time prior to a session); the $E$ phase is an experiment (or a session). Impact identification is based on the difference of EIS dynamics in the $B$ and $E$ phases, see Fig. 4 – external influence disturbs the EIS dynamics in the $E$ phase. The main goal of regression analysis is to assess the difference between expected dynamics based on approximated data from $B$ region and the observed dynamics in the $E$ region, perturbed by ‘impact factors’. If there are no differences, it means there are no ‘impact factors’, otherwise deviations from the expected dynamics allow identifying these factors.

The original data $data(x)$ in the background region $B$ from EIS devices is approximated linearly

$$fit_{L}(x) = a_{L}x + b_{L},$$

or by the nonlinear function

$$fit_{N}(x) = a_{n}x^{5} + b_{n}x^{4} + c_{n}x^{3} + d_{n}x^{2} + e_{n}x + f_{n}$$

using the Levenberg-Marquardt algorithm [46], where we consider the residual curve

$$res(x) = fit_{L,N}(x) - data(x).$$

The $res(x)$ function is shown on all regression analysis charts, see Fig. 4. The function $fit_{N}(x)$ shows better results than $fit_{L}(x)$, and behaves more sensitive to small perturbations.
The optimal time for regression is approximately 3x (background recording is 3 times longer than the experiment), a shorter time does not provide a sufficient number of samples. Thus, 30 minutes of an experiment require about 90-120 minutes of background recording. When the influence on E within the active session is completed, the 'old E region' is shifted to the background and the regression starts again.

Disturbances are expressed as statistical values – as standard deviations $\sigma_B$ characterizes the background, $\sigma_E$ characterizes the experiment. The ratio

$$\Psi = k \frac{\sigma_E}{\sigma_B}$$

represents the numerical result $\Psi$: the more intense are perturbations in the region E, the higher are the values of $\Psi$. The coefficient $k$ reflects the downward or upward trend, $k = -1$ if EIS dynamics goes down in the E phase (less than zero) and $k = 1$ – otherwise. Each EIS sensor has 2 independent channels, both can be used for experiments.

**The probability of $\Psi$ as a random event.** The result $\Psi$ is considered to be significant if the EIS dynamics is qualitatively different in the areas of $B$ and $E$. There are two ways for automatic calculation of such a qualitative difference: by comparing mean and standard deviation of the EIS data ($\mu$ and $\sigma$), and by calculating the probability of random occurrence of $\Psi$ scores.

For the first approach, the mean and standard deviation are calculated separately for the regions $B$ and $E$ as $\mu_B$, $\sigma_B$ and $\mu_E$, $\sigma_E$. Applying the '3 sigma rule', $B$ and $E$ are qualitatively different if

$$\Psi = \frac{\sigma_E}{\sigma_B} \geq 3.$$  

However, two effects influence (5): the nonlinearity of regression and environmental/sensor fluctuations. It was noticed that critical values of $\frac{\sigma_E}{\sigma_B}$ depend on $\Psi_{mean}$, calculated from 48 or 96 previous sessions. In fact $\Psi_{mean}$ indicates the measurement mode of the sensor and the level of environmental fluctuations.

In order to make critical values of $\Psi$ more adaptive to sensors/environment, it makes sense to compare $\Psi$ and $\Psi_{mean}$

$$\frac{\Psi}{\Psi_{mean}} \geq n,$$

where $n$ is a numerical factor. The expression (6) is an adaptive variant of (5), but for estimating critical values of $n$ it needs to know the frequency of occurrence of $\Psi$ in past sessions. The example of $\Psi$ from real EIS sensor recorded for 24 hours is

Figure 4. Example of graphical output: (upper graph) bar graphs represent standard deviations in the background and experimental regions of channels 1/2 and '3 sigma rules', the corresponding experimental graph turns orange with a significant change in $\Psi > 3$ and $\Psi > \Psi_{mean}$; (lower graph) residual dynamics of both channels after regression analysis. The gray bar indicates progress of the session.

Figure 5. Examples of $\Psi$ calculated every 30 minutes for 24 hours in passive sessions (no experiments). The last two results represent active sessions (an experiment on remote influence on the sensor).
shown in Fig. 5. For these values, the Probability of Random Occurrence (PRO) can be calculated, e.g., $\Psi > 6$ has $1/48 = 0.0208$, $\Psi > 5 – 5/48 = 0.1041$, $\Psi > 3 – 10/48 = 0.2083$, $\Psi > \psi_{mean} – 13/48 = 0.2708$. A real remote experiment yields $\Psi = 6.97$, which has PRO of 0.0208. Thus, the value of $\Psi$, which is obtained during the experiment, can be calibrated by PRO. The lower the PRO is, the less likely $\Psi$ represents a random noise.

B. Analysis on the level of all sessions

The sensor constantly takes measurements in sessions of 30 minutes and calculates $\Psi$ and PRO values. Results are accumulated in the table of all sessions for last 24 or 48 hours. Operator can make the sessions active, $\Psi$ and PRO from them are accumulated in the table of active sessions. Due to regression analysis, the effect created by the operator can appear first during the next session. To register such results, two sessions after the active one are considered as ‘secondary-active’ (post-sessions). If $\Psi$ in post-sessions are higher than in the active session, they are also considered as the result and are entered into the table of active sessions. As soon as the number of experimental attempts reached the specified quota (e.g., 93.75% as 30 attempts from 32), the table of 30 active sessions is analyzed and characterized by the following three factors $A$, $B$, and $C$:

1. Factor $A$: Numerical assessment of results. Since individual sessions are held in different operator/sensor/environmental conditions, it is necessary to evaluate all active sessions for a general numeric assessment. The table of results has two the current mean $\psi_{mean}$ and $\Psi$ of active sessions. For $N$ performed active sessions, the following value

$$A = \frac{1}{N} \sum_{i=1}^{N} \left( \frac{\Psi_i}{\psi_{mean}} \right)$$

provides a numerical characterization of active sessions absorbed by the user.

2. Factor $B$: Joint Probability of Random Occurrence (jPRO). The joint probability jPRO can be calculated by multiplying PROs from active sessions. For example, if $PRO_1 = 0.2$ and $PRO_2 = 0.1$, their product is $jPRO = PRO_1 \times PRO_2 = 0.02$. In other words, performing several positive experiments can significantly improve the probabilistic estimates of experimental sessions. To obtain an estimate of the factor $B$, jPRO must be compared with the ‘standard random’ sequence in which PRO=0.5

$$B = \prod_{i=1}^{N} \frac{PRO}{0.5}$$

The choice of PRO=0.5 is motivated by the average values of $\Psi$. If active sessions are close to average (random), then the factor $B \geq 1$. The smaller the factor $B$, the more active sessions differ from random ones in terms of the joint probability of independent events.

3. Factor $C$: Statistical difference between active and random sessions. The factor $B$ estimates the difference in the joint probability of active and random sessions, but it does not provide clear criteria for assessing a statistical difference between these sessions. For this, the nonparametric Mann-Whitney U-test is used, where the ‘null hypothesis’ – active sessions are random. The null hypothesis is rejected if the test result is below critical (with 1% and 5% error). The calculation uses the rank sums of all $\Psi$ and $\psi_{mean}$

$$C = N^2 + \frac{N(N + 1)}{2} - T,$$

where $T$ is the largest of the rank sums ($\Psi$ or $\psi_{mean}$).

The results of $B$ and $C$ (jPRO and U-test) allow estimating the randomness of active sessions. The $A$ and $B$ are important for user’s self-assessment, they show the level of his/her abilities and the progress of training. The factors $A$, $B$, and $C$ are also calculated to 30 values in the table of all sessions, which can be used as control attempts or for monitoring purposes.

IV. EXPERIMENTAL RESULTS

Summary of 39 attempts from September-January 2016-2017 is given in Table II, the Table I contains overview of 90 experimental results between May and November 2019 with detailed analysis shown in Figs. 6, 7, 9.

<table>
<thead>
<tr>
<th>Fac-</th>
<th>simul.</th>
<th>real</th>
<th>Maxi-</th>
<th>Public</th>
<th>Public</th>
<th>Reiki</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(RNG)</td>
<td>(EIS)</td>
<td>mal</td>
<td>2019</td>
<td>2019</td>
<td>2019</td>
</tr>
<tr>
<td>A</td>
<td>1.04</td>
<td>1.04</td>
<td>2.36</td>
<td>1.96</td>
<td>1.91</td>
<td>2.27</td>
</tr>
<tr>
<td>B</td>
<td>2.64</td>
<td>9.55</td>
<td>2.82</td>
<td>4.12</td>
<td>4.82</td>
<td>1.6</td>
</tr>
<tr>
<td>C</td>
<td>445</td>
<td>422</td>
<td>0</td>
<td>12</td>
<td>80</td>
<td>54</td>
</tr>
</tbody>
</table>

We observe a variation of the factor $A$ between 1 and 2.4, the factor $B$ – between $10^4$ and $10^{-26}$. The Mann-Whitney test did not reject the null hypothesis for any control (random) data, however the null hypothesis was rejected for the maximal case and all real sessions.

Assessing boundary cases $A$, $B$, $C$ in control attempts. Table I contains $A$, $B$, $C$ parameters for several control cases: simulated random – the random number generator (instead of the real EIS device) provides input data to the algorithm; real random – the table of all sessions from a real EIS device without active sessions; maximum – using a real EIS device, where the table of active sessions contains 30 maximal values sorted from all sessions within 3 days, Fig. 6 shows the original data for this case.

Example of web-based sessions 2016-2017. These experiments correspond to early stages of development, where the result was estimated by a significant deviation of trend and the $\Psi$ value was not calculated. The general methodology of those experiments is described in [44], an overview of September-January 2016-2017 attempts is given in Table II.

Successful or unsuccessful attempts are registered only in methodologically correct experiments, where long background recording was maintained, the operator informed in advance about the time of sessions, etc. In the phase I of experiments, a nonlocal targeting (‘address key’) was not used (L=0 in Table II). All operators used only data graphs available in Internet. In the phase II (L=1), the operator drew a pattern by hand, it was cut into two halves, one half was mounted on a container with water, the second one was used by the operator.
III (L=2), photographic images were taken of water containers or sensors (as ‘address keys’ for instrumental experiments). From 34 attempts with operators (experiments 1-34), 25 were positive, which corresponds to 73.52% of the positive results. Since operators worked without training (or preparation), this result can be considered as the ‘entry level’. Examples of EIS graphs and data from auxiliary sensors obtained in these experiments can be found in [44].

From those experiments we noted that: (1) the first session was the most intensive/successful; (2) the distance does not play any especial role, e.g., there is no difference in signals detected at distances of 3 km and 12000 km; (3) operators in phase I were not provided with address keys (images) – only data curves, available in Internet, however this was enough to generate a strong impact on sensors; (4) during the training process, the number of successful attempts increased, for example, in January’s experiments of 2017, all attempts of one operator were successful; (5) operators carried the address keys all the time, and since the concentration and altered state of consciousness are main elements for transmitting the distant impact.

**Example of sessions 2018-2019.** Active sessions were organized along the ‘concentration’, ‘addressing’ and ‘intentions’ training tasks with increasing complexity. Some operators use ‘mental imagination’ for targeting water samples, while others focus only on the online data plots. Examples of sessions May-June and September 2019 are shown in Fig. 7 (one block with 30 active sessions requires about 1-2 months). We collect 31 (or 49) experiments for one block of 30 (or 48) sessions, so that one session with lowest PRO value can be discarded from the table of results. This corresponds to the quota of 96.7% for 30 from 31 (and 97.9% for 48 from 49). Typically, there are about 50%-50% of original operators are on the mean level (0.6 mean ± 0.25), about 3-4 sessions from random values in Table I. The Mann-Whitney U test rejects the null hypothesis about the random nature of results. In other words, these data unambiguously confirm the relationship between Ψ and Ψmean, as well as their statistical and probabilistic parameters.

**Interesting high-level task in these sessions represents a ‘distant transfer of intentions’.** The EIS setup allows training
Figure 7. Examples of active sessions in May-June and September 2019 (public sensors), compare with the Table I.

Figure 8. An example of training session on 'distant transfer of intention' – distant influence on electrochemical degradation, which manifests as an increase/decrease of trend in relation to the background recording.

**Reiki practices.** These sessions have been performed by operators who practice Reiki. One of Reikis main paradigms is that ‘healing power’ is not generated by operators, they only 'transmit it to patients' or even to technical devices [48]. As the operators describe, they followed such an approach, even without focusing on the EIS sensor. Figure 9 demonstrates results of active sessions performed with basic Reiki techniques in October-November 2019. The methodology, sensors and operators are the same as in May and September sessions, which are performed without Reiki. We observe 14 original and 16 post-sessions, 22 sessions have \( \text{PRO} < 0.25 \) that corresponds to 73% of all sessions (without Reiki it has about 55%). The factor \( A = 2.27 \) is about 20% higher than in September, and the factor \( B = 10^{-21} \) is two orders of magnitude smaller, see a dynamics is almost impossible to create by accident, see [47].
Table I – thus, the results of active sessions are stronger even if using only basic Reiki elements.

A. Analysis of EEG and EIS data

Involving the EEG feedback in training process allows more accurately determining various mental states of operators and comparing them with results of distant sessions. EEG sensors provide data before (in the relaxation phase) and during the session, thus, it allows evaluating, for example, readiness of operators and used strategies for remote actions. The relationship between EEG and meditative states has been investigated many times, see e.g. [49], [50]. In general, the topic of neurocognitive feedback with EEG and EIS deserves a separate work, here we briefly mention only two points: the difference between remote sessions and meditative practices, and the ‘minimal threshold of effort’ required to generate a distant impact.

Active vs relaxation meditation. Fig. 10 shows a session with distant influence on channel 1, which was preceded by a 10-minute relaxation phase. A typical characteristic of relaxation and meditation states is an increased alpha activity and calm dynamics of all other rhythms. In a normal state of consciousness with open eyes, the rhythms mix, the beta component increases. These conditions are observed in this experiment, both in the phase of relaxation and during the session when the operator opened his eyes for a visual control of data. The active session has a combination of high alpha and delta rhythms with the excited dynamics of other components. A characteristic point is ‘8:38’ – at this moment we observe a correlation between the EEG and the EIS data – a jump in the EIS curve of channel 1 and a change in the alpha, delta and theta rhythms. This is consistent with the description of operators who compare remote sessions with an ‘active meditation’, as opposed to ‘passive meditation’ in typical meditative states.

Here we can express a hypothesis, which was also observed in earlier experiments [6], [43] – relaxation states do not contribute to distant effects. Remote sessions require a high ‘mental activity’, but in an altered state of consciousness, as indicated by a high alpha rhythm. We refer such states as ‘active meditation’ (AM).

Minimal threshold of efforts. An important research question is related to the so-called ‘minimal threshold’ – the minimal level of mental efforts required to create a detectable change in EIS dynamics. In these tests, operators are encouraged to avoid relaxing, deep or active meditation and conduct a remote session in a state close to normal. To some extent, these experiments mimic the ability of operators to produce distant
effects in everyday situations (e.g. emotional events) without any preparatory steps. These attempts are made regularly, and changes in the 'minimal threshold' indicate a progress in training. For example, during the initial attempts, we did not register any measurable distant effects without entering into the AM state.

Typical EEG diagrams of these tests do not include preparatory relaxation phases and record only the remote sessions, see Fig. 11. Here we observe usual patterns of alpha, delta, and theta rhythms that are characteristic of the 'active brain' stage. However, the increased alpha and low beta components are unusual in this experiment, which may indicate that the operator is in a shallow altered state of consciousness. EIS sensors demonstrate a high result ($\Psi > 5$), where the trend changes immediately after the session. This experiment shows an interesting feature of trained operators to enter altered states of consciousness, and, accordingly, the ability to remote actions during everyday activities (which may be considered as one of goals for the training).

V. CONCLUSION

This paper reported about a new methodological approach of using bio-feedback in training unusual operator capabilities. Two feedback loops with local EEG sensors and distant EIS systems provide in real time objective measure of distant activities and metal states during active sessions. In total, several hundred distant experiments between 2015 and 2019, in blocks of 30 sessions, have been performed, for which statistical and probabilistic parameters are calculated. Distance in local experiments varies between 10-20 meters (in different laboratories) and 3-5 km, in global experiments – $10^3-10^6$ meters. Typical results of 39 active sessions are summarized in Table II for early attempts 2017-2018 and in Table I and Fig. 7 for 90 attempts in 2019. For comparison, 90 passive sessions (control experiments) are collected in different conditions, they enable evaluating boundary values of parameters $A$, $B$ and $C$.

Improvements of measuring system, methodology and training of operators contributed to increasing a success rate of these attempts: from 74% in 2016-2017 up to 96% in 2019. We observe a clear difference in factors $A$ and $B$ between random EIS data and results of real sessions. The Mann-Whitney test also rejected the null hypothesis for real sessions. Thus, in a large amount of statistically significant data we observe multiple evidences of disturbances of electrochemical dynamics that are strongly correlated with time of distant attempts.

Beside experiments with operators, continuously running sensors record environmental fluctuations that are correlated with some global events. Example of global fluctuations is shown in Fig. 12 that demonstrates the standard deviation in $B$-area for June 2019, averaged in a sliding window of 24 hours. Two peaks on these graphs on both EIS channels coincide with the full moon and the summer solstice on June 17 and June 21.

To generalize, this work described the methodology of sensors data processing that enables well-repeatable measurement of ultra-weak influences on electrochemical dynamics of aqueous solutions. The methodology of experiments can be utilized not only for assessing distant activities of human operators, but also for measuring environmental influences, technological or infoceutical effects. It was shown that a significant improvement of operator’s results and extensions of methodology are possible in the process of training. In addition, many interesting scientific aspects of systems with EEG and EIS feedback remained open: biophysics, psychosomatics, brain-computer interface, long-range signal transmission, quantum phenomena in biological systems – which represent a large technological area and focuses of further experiments.
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