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This work is based on the concept of order parameters of synergetics. The order parameter
equations describe the behavior of a system in the vicinity of an instability and are used here
not only for the analysis but also for the control of nonlinear time discrete dynamical systems.
Usually, the dimensionality of the evolution equations of the order parameters is less than
the dimensionality of the original evolution equations. It is, therefore, convenient to introduce
control mechanisms, first in the order parameter equations, and then to use the obtained results
for the control of the original system. The aim of the control in this case is to avoid chaotic
behavior of the system. This is achieved by shifting appropriate bifurcation points of a period-
doubling cascade. In this work we concentrate on the shifting of only the first bifurcation point.
The used control mechanisms are delayed feedback schemes. As an example the well-known
Hénon map is investigated. The order parameter equation is calculated using both the adiabatic
elimination procedure and the center manifold theory. Using the order parameter concept two
types of control mechanisms are constructed, analyzed and compared.

1. Introduction

The analysis of nonlinear dynamical systems and
the control of the chaotic behavior often occurring
in such systems is very important. In many cases,
for example in technical systems, chaotic behav-
ior may lead to failures, overloads or even dam-
ages and therefore has to be strictly avoided. Many
publications (see, e.g. [Ott et al., 1990; Pyragas,
1993; Wang & Abed, 1995; Alvarez-Ramı́rez, 1993;
Friedel et al., 1997]) are devoted to this topic. There
are some differences between these works and the
article presented here. First, the calculation of
the parameters for the control is done analytically
and is based on the concept of order parameters of
synergetics [Haken, 1983] of nonlinear dynamical

systems. Second, we do not stabilize an unstable
periodic orbit of a strange attractor, but extend
the working area in the parameter space by shift-
ing appropriate bifurcation points as suggested in
[Pyragas, 1993]. The concept of order parameters
allows on the one hand the analysis of the system
in the vicinity of an instability, i.e. a bifurcation
point, and on the other hand the development of a
general control mechanism, which makes it possible
to change the behavior of the system in an appropri-
ate way. In this article we focus on the investigation
and the control of the period-doubling bifurcations
in time discrete dynamical systems. The control,
i.e. the shift of a specific bifurcation point in the
period-doubling cascade, is achieved by applying
a specific delayed feedback scheme to the original
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system. The advantage of this control mechanism
is that it can be applied without any a piori knowl-
edge about the system which is needed for instance
if one uses the well-known method suggested by [Ott
et al., 1990] to control the dynamical behavior of the
system.

The concept of the presented general control
mechanism consists of the following: The order
parameters describe the behavior of the nonlin-
ear dynamical system in the vicinity of an insta-
bility. Using delayed feedback functions (see, e.g.
[Pyragas, 1993]) in the order parameter equa-
tions, it is possible to change their behavior in an
intended way. The advantage of introducing the
control mechanism in the order parameter equa-
tions is that their dimensionality is less than the
dimensionality of the initial evolution equations.
Consequently, the calculations become considerably
simpler. A synergetic analysis of the order parame-
ter equation with control leads finally to an efficient
method for the insertion of control mechanisms into
the original system. As an example we investigate
the well-known Hénon map [Hénon, 1976].

The article is structured as follows: In Sec. 2
a synergetic analysis of the Hénon system and the
derivation of the center manifold and the order pa-
rameter equation is shown. In Sec. 3 the parameters
for the control of the system based on delayed feed-
back schemes are calculated. Finally, two different
control methods with delayed feedback are consid-
ered and compared.

2. Synergetic Analysis of
Time Discrete Nonlinear
Dynamical Systems

2.1. The synergetic analysis
approach

The main objective, which we pursue in this sec-
tion, consists of the derivation of low-dimensional
evolution equations, which describe the behavior of
a system near an instability. In terms of syner-
getics, such equations are called order parameter
equations [Haken, 1983, 1988]. It is assumed, that
the state vector q

n
of the dynamical system of in-

terest satisfies the following time discrete nonlinear
autonomous equation of motion

q
n+1

= N(q
n
, {α}) , (1)

where N is a nonlinear vector function, and {α} a

set of control parameters. The stationary states of
the system are then defined by

q
st

= N(q
st
, {α}) . (2)

Our further task consists of the analysis of small
deviations from the stationary state q

st
. In the

vicinity of an instability we can decompose the state
vector of the system as follows [Haken, 1983]:

q
n

= q
st

+ ∆q
n

= q
st

+
∑
i

ξinvi , (3)

where vi are the eigenvectors of the Jacobian of the
system (1), while ξin are time-dependent coefficients.
Substituting Eq. (3) in Eq. (1) and using the time-
scale hierarchy

|λu| ≥ 1, |λs| < 1 , (4)

where λu, λs (s — stable, u — unstable) are the
eigenvalues of the Jacobian of the system (1), eval-
uated at the stationary state q

st
, we distinguish the

linear modes vi and finally arrive at the following
mode equations in the case of a two-dimensional
state space:

ξun+1 = λuξ
u
n +Nu(ξ

u
n, ξ

s
n, {α}) (5a)

ξsn+1 = λsξ
s
n +Ns(ξ

u
n, ξ

s
n, {α}) , (5b)

where ξun, ξ
s
n are the amplitudes of the unstable

and stable modes and Nu, Ns are nonlinear func-
tions of ξun, ξ

s
n. Using the slaving principle, (see,

e.g. [Haken, 1983]) we can express the stable mode
amplitude as function of the unstable mode ampli-
tude via the center manifold or adiabatic elimina-
tion procedure

ξsn = h(ξun) . (6)

Substituting Eq. (6) in Eq. (5b) we obtain an
implicit equation for the center manifold h(ξun)

h(ξun+1) = h(λuξ
u
n +Nu(ξ

u
n, h(ξ

u
n), {α}))

= λsh(ξ
u
n) +Ns(ξ

u
n, h(ξ

u
n), {α}) . (7)

Substituting Eq. (6) in Eq. (5a) we obtain the order
parameter equation

ξun+1 = λuξ
u
n +Nu(ξ

u
n, h(ξ

u
n), {α}) , (8)

which describes the behavior of the system in
the neighborhood of the instability and no longer
depends on the stable mode amplitude ξsn. For sim-
plification we denote further the mode amplitudes
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ξsn, ξ
u
n, often only as modes and the corresponding

mode amplitude equations as mode equations.

2.2. Calculation of the order
parameter equation of the
Hénon map

2.2.1. Linear stability analysis

To demonstrate this approach we will treat the
well-known two-dimensional Hénon map [Hénon,
1976] as an example, because its behavior has
been investigated thoroughly so that we are able
to compare our result with those already known
and presented in, for instance [Giovannozzi, 1993;
Alessandro et al., 1990].

The Hénon map is defined by the following set
of equations:

xn+1 = 1 + yn − ax2
n

yn+1 = bxn .
(9)

We have restricted our investigations to the param-
eter b = 0.3 and focus on the first bifurcation of the
period-doubling cascade which occur at the critical
parameter value acrit = 147/400 = 0.3675. For this
bifurcation we derive the order parameter equation
in the above formulated straight forward way and
analyze its properties. The state vector of this sys-
tem is defined by q

n
= (q1n, q

2
n)
T = (xn, yn)

T . The
stationary states q

st
of Eq. (9) are given by

x1,2
st =

b− 1±
√

1− 2b+ b2 + 4a

2a

y1,2
st =

b(b− 1±
√

1− 2b+ b2 + 4a)

2a

(10)

and the Jacobian of the system (9) evaluated at the
stationary states (10) is then

J =

(
−2axst 1

b 0

)
. (11)

For the eigenvalues of the matrix (11) we get

λ1,2 = −axst ±
√
a2x2

st + b , (12)

and the corresponding eigenvectors are:

v1 =

 λ1

b

1

 , v2 =

 λ2

b

1

 . (13)

From the linear stability analysis of the system it
follows that the stationary state (x2

st, y
2
st) is unsta-

ble because the condition for a contracting linear
map |λ| < 1 is violated in the whole region of in-
terest of the parameter a, i.e. the interval [0, 1.4].
The stationary state (x1

st, y
1
st) loses its stability at

the parameter value acrit = 0.3675, because at
this value of the parameter a the condition for a
contracting linear map |λ| < 1 is violated by the
eigenvalue λ2. As a consequence we focus on the
following for the stable stationary state (x1

st, y
1
st)

and denote the corresponding eigenvalue λ2 from
now on as λu and the other eigenvalue λ1 as λs.

2.2.2. Calculation of the mode
amplitude equations

In the following we use the compact tensor notation
for our investigations

q
n+1

= Γ(1) + Γ(2)(: qn) + Γ(3)(: qn)
2

+Γ(4)(: qn)
3 . . . =

p∑
r=0

Γ(r+1)(: qn)
r .

(14)

Expression (14) reads in components:

qin+1 = (Γ(1))i +
∑
j1

(Γ(2))ij1q
j1
n

+
∑
j1j2

(Γ(3))ij1j2q
j1
n q

j2
n + · · ·

=
p∑
r=0

∑
ij1···jr

(Γ(r+1))ij1···jrq
j1
n · · · qjrn . (15)

Herein p is the order of the equation of motion and
the indices in brackets denote the rank of the cor-
responding tensors. The nonvanishing components
of the tensors for the Hénon map (9) are shown
in Table 1. For further analysis we investigate
the behavior of small deviations from the station-
ary states. Therefore we insert q

n
= q

st
+∆q

n
=

(xst + ∆xn, yst + ∆yn) in the evolution Eq. (14)

Table 1. Nonvanishing tensor components
Γ(1), Γ(2), Γ(3) of the Hénon map.

Γ(1) Γ(2) Γ(3)

(Γ(1))1 = 1 (Γ(2))12 = 1 (Γ(3))111 = −a
(Γ(1))2 = 0 (Γ(2))21 = b
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Table 2. Nonvanishing tensor com-
ponents ΓL(2), ΓN(3) of the Hénon map.

ΓL(2) ΓN(3)

(ΓL(2))11 = −2axst (ΓN(3))111 = −a

(ΓL(2))12 = 1

(ΓL(2))21 = b

and derive the equation of motion for the deviation
∆q

n

∆q
n+1

= ΓL(2)(: ∆q
n
) +

p∑
r=2

ΓN(r+1)(: ∆q
n
)r , (16)

where ΓL represents the linear part which is given
by the Jacobian and ΓN represent the nonlinear
parts. The nonvanishing components of the tensors
in Eq. (16) for the systems (9) are shown in Table 2.
To proceed further we apply the following coordi-
nate transformation introducing hereby the modes
ξsn, ξ

u
n and ξn = (ξsn, ξ

u
n)
T :

∆q
n

=
∑
k

ξknvk = V ξ
n

= ΓV(2)(: ξn) , (17)

where the columns of the matrix V are given by the

eigenvectors of the Jacobian, i.e. V = (v1, v2) and

ΓV(2) is the corresponding tensor. Inserting Eq. (17)

in Eq. (16) we get then

ΓV(2)(: ξn+1
) = ΓL(2)Γ

V
(2)(: ξn) + ΓN(3)(Γ

V
(2)(: ξn))

2 .

(18)

Multiplying with the inverse tensor ΓV
−1

(2) from the

left side we obtain the mode equations

ξ
n+1

= ΓΛ
(2)(: ξn) + ΓÑ(3)(: ξn)

2 (19)

with the tensor products ΓΛ
(2) = ΓV

−1

(2) ΓL(2)Γ
V
(2) and

ΓÑ(3) = ΓV
−1

(2) ΓN(3)Γ
V
(2)Γ

V
(2). We thereby make use of

the identity

(ΓV
−1

(2) ΓV(2))ij = δij , (20)

where δij is the well-known Kronecker-Symbol. As
an example we show the explicit calculation of the
tensor

ΓÑ(3) = ΓV
−1

(2) ΓN(3)Γ
V
(2)Γ

V
(2) , (21)

which reads in components:

(ΓÑ(3))ijk =
∑
lmn

(ΓV
−1

(2) )il(Γ
N
(3))lmn(Γ

V
(2))mj(Γ

V
(2))nk .

(22)

The nonvanishing components of the tensor ΓΛ
(2)

are (ΓΛ
(2))11 = λs and (ΓΛ

(2))22 = λu. With respect

to the tensor components, summarized in Table 2,
Eq. (19) reads in detail (we denote as ξun the mode
with eigenvalue λu and ξsn the mode with the eigen-
value λs):

ξsn+1 = λsξ
s
n −

a(λsξ
s
n + λuξ

u
n)

2

b(λs − λu)
(23a)

ξun+1 = λuξ
u
n +

a(λsξ
s
n + λuξ

u
n)

2

b(λs − λu)
, (23b)

Fig. 1. The bifurcation diagram of the mode equations (23) at the first bifurcation in a 3D representation.
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where the first equation is the one for the sta-
ble mode and the second one is for the unstable
mode. Equations (23) are the mode equations of the
system (9). They describe the behavior of the sta-
ble and unstable modes of the Hénon map at the
first bifurcation of the period-doubling cascade (see
Figs. 1 and 10). In terms of synergetics the unsta-
ble mode ξun is the order parameter, while the stable
mode ξsn corresponds to the enslaved mode, as was
already mentioned in Sec. 2.1.

2.2.3. Calculation of the order
parameter equation using
the adiabatic approximation

Near an instability the stable mode ξsn shows an
interesting characteristic behavior. The dynamics
is mainly influenced by two effects: first an intrin-
sic dynamics which is governed by the eigenvalue
λs and, second an external dynamics which is gov-
erned by the nonlinear coupling with the unstable
mode. Due to the time-scale hierarchy expressed
in (4) the intrinsic dynamic of the stable mode ξsn
is much faster than that of the unstable mode ξun.
Therefore one can say that the intrinsic dynamics
decays very fast and only the dynamics which is
caused by the unstable mode remains. This charac-
teristic behavior is mathematically expressed by the
center manifold theorem. To derive an approxima-
tion of the center manifold h(ξun) we can exploit this
behavior using the adiabatic approximation proce-
dure for the stable mode

ξsn+1 = ξsn . (24)

After this calculation we can determine, whether
the properties:

h(0) = 0 , (25)

dh(ξun)

dξun

∣∣∣∣∣
ξun=0

= 0 (26)

are fulfilled. From Eq. (23a) we derive the following
equation for the stable mode ξsn:

ξsn = λsξ
s
n −

a(λsξ
s
n + λuξ

u
n)

2

b(λs − λu)
. (27)

Solving this quadratic equation we obtain finally
the following approximation of the center manifold:

ξs1,s2n =
2abξun −Ka ±

√
Ka(Ka − 4abξun)

2aλ2
s

(28)

Fig. 2. Dependence between the variables ξun, ξ
s
n, obtained

by a simulation and analytically, using the adiabatic approx-
imation (28) and the center manifold (31).

where
Ka = b(λs − 1)(λu − λs) (29)

and λsλu = −b. In Eq. (28) we select the sign of
the square root so that the order parameter equa-
tion for values a < 0.3675 lead to the already known
stationary state (x1

st, y
1
st). This condition is satisfied

by the plus sign in Eq. (28). Substituting the value
ξun = 0 in the expression for ξs1n = h(ξun) we immedi-
ately obtain ξsn = 0, which means that requirement
(25) is fulfilled. Similarly calculating the deriva-
tive of ξs1n with respect to ξun and substituting again
ξun = 0 we see that (26) is also fulfilled. The depen-
dence of ξs1n = ξsn = h(ξun) on the unstable mode ξun
is shown in Fig. 2.

Substituting the expression for the center mani-
fold in that part of Eqs. (23) which represents
the unstable mode we yield the order parameter
equation for the first bifurcation via the adiabatic
approximation procedure

ξun = λuξ
u
n +

a

b(λs − λu)

×
(

2abξun −Ka +
√
Ka(Ka − 4abξun)

2aλs
+ λuξ

u
n

)2

.

(30)

where Ka is defined by the expression (29).

2.2.4. Calculation of the order
parameter equation using the
center manifold theorem

In this section we show the calculation of the
order parameter equation, using the well-known
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Table 3. Expansion of the terms of Eqs. (34) into a Taylor series with respect to ε up
to the relevant order.

Terms Taylor Series

λu(acrit + ε) λ0
u + λ1

uε+ · · ·
λs(acrit + ε) λ0

s + λ1
sε+ · · ·

K =
(acrit + ε)

(b(λs(acrit + ε)− λu(acrit + ε))
K0 + · · ·

Φ = (λs(acrit + ε)(A2ε
2α +A3ε

3α) + λu(acrit + ε)εα)2 2A2λ
0
sλ

0
uε

3α + (λ0
u)

2ε2α + · · ·

Table 4. Coefficient α for Eqs. (43), (57), (68) and (86).

Order
Param. Mode Mode

Control Eq. (43) Eqs. (57) Eqs. (68) Eqs. (86)

acrit = 0.3675, k = 0 0.500684 0.500666 0.500666 0.498603

(a = 0.36751 − 0.36752) 0.499234 0.499215 0.499215 0.501297

acrit = 1, k = −0.302893182 0.500703 0.500624 0.500625 0.499094

(a = 1.00001 − 1.00002) 0.499247 0.499330 0.499330 0.500871

acrit = 1.4, k = −0.461869429 0.500637 0.500572 0.500573 0.499216

(a = 1.40001 − 1.40002) 0.499312 0.499379 0.499380 0.500745

center manifold theorem [Carr, 1981; Wunderlin,
1981; Wiggins, 1990]. Considering Eq. (6), we use
the following supposition about a center manifold:

ξsn = h(ξun) = A2(ξ
u
n)

2 +A3(ξ
u
n)

3 +O(4) , (31)

ξsn+1 = h(ξun+1) = A2(ξ
u
n+1)

2 +A3(ξ
u
n+1)

3 +O(4) ,

(32)

where the coefficients A2, A3 are determined from
the solution of Eq. (7). For the calculations, we use
the following asymptotic assumption:

ξun = βεα +O(ε2α) (33)

which will be confirmed numerically (see Table 4).
Here ε = a− acrit is the so-called smallness param-
eter, α = 1/2 and acrit is the critical value of the
bifurcation parameter a. Our further approach is
stated in the following: Using a = ε + acrit we ex-
pand all ε-dependent expressions a, λu(a), λs(a) in
Eqs. (23) into a Taylor series with respect to ε and
take into account only terms up to the order of ε3α.

Because ε3α = ε
3
2 we do not consider terms with

the order ε2α+1 = ε
4
2 .

First we rewrite Eqs. (23) in the following form:

ξsn+1 = λsξ
s
n −KΦ

ξun+1 = λuξ
u
n +KΦ ,

(34)

with the abbreviations:

K =
a

b(λs − λu)
, Φ = (λsξ

s
n + λuξ

u
n)

2 . (35)

Using this approach the resulting terms of Eqs. (34)
are summarized in Table 3. From now on whenever
in an expression an upper index exist which is equal
to zero we denote with it the lowest order of this ex-
pression. Therefore the expressions in Table 3 are:

K0 =
acrit

b(λ0
s − λ0

u)
, λ0

u = λu(acrit), λ0
s = λs(acrit).

Using Eq. (7) for the calculation of the center man-
ifold we yield in this case

h(ξun+1) = λsh(ξ
u
n)−KΦ .

where K,Φ are given by (35). Obeying further
Eqs. (31)–(35) and keeping only terms up to the
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order ε3α we end up with

A2

(
λ0
uε
α +

acrit

b(λ0
s − λ0

u)
(λ0
u)

2
βε

2α
)2

+A3(λ
0
uβε

α)3

= λ0
s(A2ε

2α +A3βε
3α)

− acrit

b(λ0
s − λ0

u)
(2A2λ

0
sλ

0
uβε

3α + (λ0
u)

2ε2α) . (36)

From this equation we determine the coefficients
A2, A3:

A2 =
acrit

b(λ0
s − λ0

u)

(λ0
u)

2

(λ0
s − (λ0

u)
2)
, (37)

A3 = 2A2
acrit

b(λ0
s − λ0

u)

λ0
u(λ

0
s + (λ0

u)
2)

(λ0
s − (λ0

u)
3)

. (38)

Thus we yield the cubic center manifold (31) in the
following form:

ξsn =
acrit

b(λ0
s − λ0

u)

(λ0
u)

2

(λ0
s − (λ0

u)
2)

×
(

(ξun)
2 + 2

acrit

b(λ0
s − λ0

u)

λ0
u(λ

0
s + (λ0

u)
2)

(λ0
s − (λ0

u)
3)

(ξun)
3

)
.

(39)

The projection of the numerically obtained bifurca-
tion diagram of the mode equations (23) (see Fig. 1)
on the plane ξun, ξ

s
n show the dependence between

the variables ξun and ξsn. This dependence should co-
incide with that of Eq. (39) at least in the vicinity
of ξun = 0. The dependence between the variables
ξun, ξ

s
n, obtained numerically and analytically are

shown in Fig. 2. Substituting Eq. (39) in Eq. (23b)
we yield the order parameter equation

ξun+1 = λuξ
u
n +

a

b(λs − λu)

× (λsA2(ξ
u
n)2 + λsA3(ξ

u
n)

3 + λuξ
u
n)

2,

(40)

where the coefficients A2, A3 are given by the ex-
pressions (37) and (38). The bifurcation diagrams
of ξun with respect to the parameter a of the mode
equations, the adiabatic approximation (30) and
the order parameter equation with a quadratic
and a cubic center manifold are shown in Fig. 3.
Numerical simulations of Eq. (40) show, that our

assumption ξun ∼ ε
1
2 in the vicinity of the bifurca-

tion point is satisfied (see Table 4).

Fig. 3. Bifurcation diagram of the unstable mode of the
mode equations (23) and the order parameter equation (40)
with a quadratic and cubic center manifold. The order
parameter 1 is obtained with the cubic center manifold, the
order parameter 2 — with the quadratic center manifold and
the order parameter 3 is based on the adiabatic elimination
procedure.

3. Control Mechanisms

Controlling the behavior of a dynamical system is
of great practical interest, because it is often the
case that the behavior is not suitable for a given
purpose. So the question arises how one can im-
plement in a given dynamical system control mech-
anisms which guarantee a suitable behavior. Our
idea in this context is to exploit the knowledge
obtained by the investigation of the order param-
eters of the system. Although they are only de-
fined in the neighborhood of an instability this is
not a crucial restriction, because the controlling of a
system at an instability is required in order to avoid
the instability which leads to unsuitable behav-
ior. Thus it is expected, that one can use the fact
that the number of degrees of freedom in the order
parameter equation is reduced, compared to that
with the original system. Our intention here is to
proceed in two steps. In the first step we intro-
duce suitable control mechanisms only in the order
parameter equation and investigate its stability in
order to validate the control mechanism. When-
ever the control mechanism is found to be suit-
able enough, our second step is to then implement
exactly the same control mechanism into the mode
equations. This is due to the fact that it is
not possible to derive the mode equations only
from the knowledge of the order parameter equa-
tion by itself. After the insertion of the control
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mechanism into the mode equations it is possible to
calculate the corresponding original equations. To
demonstrate the usefulness of this approach we have
selected a control mechanism which was suggested
first by Pyragas [1992, 1993], and which uses feed-
back functions with delay of the following form:

F = k(xn−1 − xn) , (41)

where k is a parameter. With these functions, we
have attempted to avoid high periodic and even
chaotic behavior at least in a confined region in the
parameter space which we call “working area” by
shifting the bifurcation point in an appropriate way.
Hereby all other bifurcations in the scenario will be
shifted also although not by the same value. This
is due to the scaling properties of the bifurcation
diagram.

3.1. Controlling the order
parameter equation

The simplest solution regarding the shift of a bifur-
cation point is the insertion of a parameter k only
in the linear part of the order parameter equation
(40) with the quadratic center manifold

ξun+1 = (λu − k)ξun

+
a

b(λs − λu)
(λsA2(ξ

u
n)

2 + λuξ
u
n)

2 . (42)

where A2 is defined by (37). This solution however
is trivial and it is usually not possible to consid-
erably shift the bifurcation point with this method
due to the effect of the nonlinear part of (42).

Introducing the feedback functions (41) and
by variation of the parameter k, we are able to
change the location of the critical point of the order
parameter equation. With critical point we de-
note hereby the one where the bifurcation from the
stationary behavior to the periodic behavior occurs.
This critical point is shifted in such a way, that the
stationary states remain stable in the whole “work-
ing area”. The order parameter equation (40) has
then the following form:

ξun+1 = (λu − k)ξun

+
a

b(λs − λu)
(λsA2(ξ

u
n)2 + λuξ

u
n)

2 + kξun−1 .

(43)

Fig. 4. Real part of the unstable eigenvalue λ̂2 as a function
of the parameters a, k.

Obviously, this one-dimensional equation is equiva-
lent to the two-dimensional system

ξun+1 = (λu − k)ξun

+
a

b(λs − λu)
(λsA2(ξ

u
n)

2 + λuξ
u
n)

2 + kηn

ηn+1 = ξun (44)

with a new state variable ηn. In order to investi-
gate the stability of Eqs. (44) we perform a linear
stability analysis and yield the following eigenvalues

λ̂1,2 =
λu − k

2
± 1

2

√
(λu − k)2 + 4k (45)

and the matrix of the eigenvectors

V̂ =

(
λ̂s λ̂u

1 1

)
. (46)

From the condition |λ̂1,2| > 1 at acrit = ancrit where
ancrit is the new critical value of the control pa-
rameter a, we find the corresponding values of the
parameter k. At this value the order parameter
equation loses its stability. The dependence of the
unstable eigenvalue λ̂2 from the parameters a and k
is shown in Fig. 4. Numerical investigations show,
that with this method it is possible to shift the bi-
furcation point over a wide range, even further than
the second bifurcation of period-doubling section
which occurs at acrit = 0.9125. To derive the or-
der parameter equation for the system (44) with a
quadratic center manifold we get the following mode
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equations:

ϕsn+1 = λ̂sϕ
s
n + K̂Φ̂

ϕun+1 = λ̂uϕ
u
n − K̂Φ̂

(47)

with

K̂ =
a

b(λs − λu)(λ̂s − λ̂u)
(48)

Φ̂ = (λu + λ̂sλsA2ϕ
s
n + λ̂sλuA2ϕ

u
n)

2

× (λ̂sϕ
s
n + λ̂uϕ

u
n)

2 (49)

Here ϕsn, ϕ
u
n are accordingly new stable and un-

stable modes. Now we apply again the center
manifold theorem and restrict ourselves up to the
second order with respect to the smallness parame-
ter ε, which means:

ϕsn = h(ϕun) = Â2(ϕ
u
n)

2 +O(3) . (50)

To proceed further we insert (50) in (47), and ex-
pand all ε-depended terms into a Taylor series with
respect to ε. After that we neglect all terms of the

order O(ε
3
2 ) keeping in mind that for the period-

doubling bifurcation ϕun∼ε
1
2 holds. As result we get

ϕsn+1 = λ̂sϕ
s
n + K̂Φ̂

= Â2λ̂
0
sε+ (λ̂0

u)
2K̂0(λ0

u)
2ε+O(ε

3
2 )

ϕun+1 = λ̂uϕ
u
n − K̂Φ̂

= λ̂0
uε

1
2 − (λ̂0

u)
2K̂0(λ0

u)
2ε+O(ε

3
2 ) ,

(51)

where K̂0 is the first term of expressions (48) in
the Taylor series with respect to the smallness pa-
rameter ε. From the analogy to Eq. (7) it follows
then

Â2ε(λ̂
0
u)

2 = ((λ̂0
u)

2K̂0(λ0
u)

2 + Â2λ̂
0
s)ε , (52)

and from that for the coefficient of the center
manifold

Â2 = K̂0 (λ̂0
uλ

0
u)

2

(λ̂0
u)

2 − λ̂0
s

. (53)

Finally the order parameter equation has then the
following form:

ϕun+1 = λ̂uϕ
u
n − K̂(λu + λ̂sλsA2Â2(ϕ

u
n)

2

+ λ̂sλuA2ϕ
u
n)

2(λ̂sÂ2(ϕ
u
n)

2 + λ̂uϕ
u
n)

2 . (54)

Numerical investigations of Eq. (54) show, that
with this method it is indeed possible to shift the

bifurcation point remarkably, whereas the type of
the bifurcation, i.e. the period-doubling bifurcation
remains unchanged.

3.2. Controlling the mode equations

As already mentioned we turn now to the treatment
of the mode equations. In general the number of
mode equations is larger than the number of order
parameter equations and so the question arises in
which of these equations the same control mecha-
nism, found to be suitable, should be implemented.
There exist at least two possibilities depending on
the number of state variables: In the first alter-
native the control mechanism is implemented only
in the unstable mode equation, whereas in the sec-
ond one it is implemented in one or more of the
stable mode equations as well as in the unstable
mode equations. Controlling only the stable mode
equations is not suitable because in this case the
unstable mode equation remains unstable. This is
a consequence of the fact, that in this case the un-
stable eigenvalues are not affected by the control
mechanism.

Concerning our two-dimensional example of the
Hénon map the first alternative leads to

ξsn+1 = λsξ
s
n +Ns(ξ

u
n, ξ

s
n, {α})

ξun+1 = λuξ
u
n +Nu(ξ

u
n, ξ

s
n, {α}) + F (k, ξun) ,

(55)

whereas in the second case we end up with

ξsn+1 = λsξ
s
n +Ns(ξ

u
n, ξ

s
n, {α}) + F1(k, ξ

s
n)

ξun+1 = λuξ
u
n +Nu(ξ

u
n, ξ

s
n, {α}) + F2(k, ξ

u
n) .

(56)

The different influence of Eqs. (55) and (56)
on the original system is shown at the end of this
section, but first we have to investigate whether the
two alternatives lead to suitable behavior. In order
to do this we apply again the order parameter con-
cept. First we start with the system (55) with the
inserted control function (41)

ξsn+1 = λsξ
s
n +Ns(ξ

u
n, ξ

s
n, {α})

ξun+1 = λuξ
u
n +Nu(ξ

u
n, ξ

s
n, {α}) + k(ξun−1 − ξun) .

(57)

Introducing a new state variable ηn we are able to
get rid of the delay. Hence we yield the following
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three-dimensional system:

ξsn+1 = λsξ
s
n −KΦ

ξun+1 = λuξ
u
n +KΦ + k(ηn − ξun)

ηn+1 = ξun ,

(58)

where K and Φ are defined by (35). The mode
equations for (58) read

ϕs1n+1 = λ̃s1ϕ
s1
n −KΦ̃

ϕs2n+1 = λ̃s2ϕ
s2
n + K̃Φ̃

ϕun+1 = λ̃uϕ
u
n − K̃Φ̃

(59)

with the abbreviations

Φ̃ = (λsϕ
s1
n + λu(λ̃s2ϕ

s2
n + λ̃uϕ

u
n))

2

K̃ =
a

b(λs − λu)(λ̃s2 − λ̃u)
.

(60)

Hereby ϕs1n , ϕs2n , ϕun are the amplitudes and λ̃s1 ,
λ̃s2, λ̃u the corresponding eigenvalues of the modes
of the system (59). From the linear stability analy-
sis we get for the eigenvalues

λ̃s1 = λs, λ̃s2 =
λu − k +

√
(λu − k)2 + 4k

2
,

λ̃u =
λu − k −

√
(λu − k)2 + 4k

2
,

where λs, λu are the eigenvalues (12) of the system
(23). The matrix of the eigenvectors has the follow-
ing form:

Ṽ =


1 0 0

0 λ̃s2 λ̃u

0 1 1

 . (61)

Our intention was to control the behavior of the sys-
tem, in this case to shift the first period-doubling
bifurcation, which occurs at the value acrit =
147/400 = 0.3675 via the insertion of the function
(41). As example we shift the bifurcation point to
the value a1

crit = 1. From the condition |λ̃u| = 1 we
yield k = k1

crit = −0.302893182. The eigenvalues

λ̃s1, λ̃s2 remain stable, i.e. |λ̃s1| < 1, |λ̃s2| < 1.
For the two center manifolds in this case we use

again

ϕs1n = h1(ϕ
u
n) = Ã2(ϕ

u
n)

2 +O(3) , (62)

ϕs2n = h2(ϕ
u
n) = B̃2(ϕ

u
n)

2 +O(3) , (63)

where we keep only terms up to the first order with

respect to ε taking into account that ϕun ∼ ε
1
2 . A

numerical experiment has confirmed as expected,
that indeed α = 1/2 holds (see Table 4). With the
expressions ϕs1n+1 = h1(ϕ

u
n+1) and ϕs2n+1 = h2(ϕ

u
n+1)

one yields from Eq. (7)

Ã2(λ̃
0
u)

2ε2α = λ̃0
s1Ã2ε

2α − acrit(λ
0
uλ̃

0
u)

2ε2α

b(λ0
s − λ0

u)

B̃2(λ̃
0
u)

2ε2α = λ̃0
s2B̃2ε

2α +
acrit(λ

0
uλ̃

0
u)

2ε2α

b(λ0
s − λ0

u)(λ̃
0
s2 − λ̃0

u)

(64)

and therefore for the coefficients of the center
manifolds:

Ã2 = K0 (λ0
uλ̃

0
u)

2

λ̃0
s1 − (λ̃0

u)
2
, (65)

B̃2 = −K̃0 (λ0
uλ̃

0
u)

2

λ̃0
s2 − (λ̃0

u)
2
. (66)

Hereby K0, K̃0, λ̃0 are the terms of lowest order in
the Taylor series with respect to the smallness pa-
rameter ε of expressions (35) and correspondingly
(60), and λ0

u is exactly equal to λu(acrit), where
a1

crit = 1. In Fig. 5 one can see both the depen-
dence of the center manifolds ϕs1n = h1(ϕ

u
n) and

ϕs2n = h2(ϕ
u
n) on the unstable mode ϕun as well as

the corresponding projections of the numerical so-
lution of the mode equations (59). Now we can
derive the order parameter equation which has the
following form:

ϕun+1 = λ̃uϕ
u
n −

a

b(λs − λu)(λ̃s2 − λ̃u)

×(λs(Ã2(ϕ
u
n)

2 + λu(λ̃s2B̃2(ϕ
u
n)

2 + λ̃uϕ
u
n))

2,

(67)

where Ã2, B̃2 are the coefficients (65) and (66). In
order to verify our analytical result Fig. 6 shows the
bifurcation diagram obtained numerically of both
the order parameter equation as well as the mode
equations. As one can see there is at least in the
vicinity of the bifurcation at a1

crit = 1 a good coin-
cidence of both solutions.

Now we consider the system (56) and pursue
the same approach. In the first step we get then
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Fig. 5. Dependencies ϕs1n = h1(ϕ
u
n) and ϕs1n = h1(ϕ

u
n)

obtained analytically (62), (63) and by simulation from the
mode equations (59).

Fig. 6. Numerically obtained bifurcation diagram of the
order parameter equation (67) and the mode equations (59).

ξsn+1 = λsξ
s
n +Ns(ξ

u
n, ξ

s
n, {α}) + k(ξsn−1 − ξsn)

ξun+1 = λuξ
u
n +Nu(ξ

u
n, ξ

s
n, {α}) + k(ξun−1 − ξun) .

(68)

The corresponding mode equations read in detail

ϕs1n+1 = λ̌s1ϕ
s1
n − Ǩ1Φ̌ (69a)

ϕs2n+1 = λ̌s2ϕ
s2
n + Ǩ1Φ̌ (69b)

ϕs3n+1 = λ̌s3ϕ
s3
n + Ǩ2Φ̌ (69c)

ϕun+1 = λ̌uϕ
u
n − Ǩ2Φ̌ (69d)

with

Φ̌ = (λs(λ̌s1ϕ
s1
n + λ̌s2ϕ

s2
n ) + λu(λ̌s3ϕ

s3
n + λ̌uϕ

u
n))

2

Ǩ1 =
a

b(λs − λu)(λ̌s1 − λ̌s2)
,

Ǩ2 =
a

b(λs − λu)(λ̌s3 − λ̌u)
.

(70)

The eigenvalues and the matrix of the eigenvectors
of Eqs. (69) have the following form:

λ̌s1,2 =
λs − k ±

√
(λs − k)2 + 4k

2
,

λ̌s3,u =
λu − k ±

√
(λu − k)2 + 4k

2

(71)

and

V̌ =


λ̌s1 λ̌s2 0 0

0 0 λ̌s3 λ̌u

1 1 0 0

0 0 1 1

 . (72)

From (71) and the corresponding values of λs and
k = k1

crit it can be shown, that Eqs. (69a) and (69b)
are complex conjugate. For the quadratic center
manifolds

ϕs1n = h1(ϕ
u
n) = Ǎ2(ϕ

u
n)

2 +O(3)

ϕs2n = h2(ϕ
u
n) = B̌2(ϕ

u
n)

2 +O(3)

ϕs3n = h3(ϕ
u
n) = Č2(ϕ

u
n)

2 +O(3)

(73)

we yield in this case from the analogy to Eq. (7)

Ǎ2(λ̌
0
u)

2ε2α = λ̌0
s1Ǎ2ε

2α − ε2α acrit(λ
0
uλ̌

0
u)

2

b(λ0
s − λ0

u)(λ̌
0
s1 − λ̌0

s2)

B̌2(λ̌
0
u)

2ε2α = λ̌0
s2B̌2ε

2α + ε2α
acrit(λ

0
uλ̌

0
u)

2

b(λ0
s − λ0

u)(λ̌
0
s1 − λ̌0

s2)

Č2(λ̌
0
u)

2ε2α = λ̌0
s3Č2ε

2α + ε2α
acrit(λ

0
uλ̌

0
u)

2

b(λ0
s − λ0

u)(λ̌
0
s3 − λ̌0

u)

(74)

with the following coefficients Ǎ2, B̌2, Č2:

Ǎ2 = Ǩ0
1

(λ0
uλ̌

0
u)

2

λ̌0
s1 − (λ̌0

u)
2
, (75)

B̌2 = Ǩ0
1

(λ0
uλ̌

0
u)

2

(λ̌0
u)

2 − λ̌0
s2

, (76)

Č2 = Ǩ0
2

(λ0
uλ̌

0
u)

2

(λ̌0
u)

2 − λ̌0
s3

, (77)
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Fig. 7. Real part of the quadratic center manifold (75)–(77)
together with the result obtained by a numerical simulation
from the mode equations (69).

where Ǩ0
1 , Ǩ0

2 are the terms of lowest order in the
Taylor series with respect to the smallness parame-
ter ε of expression (70).

Below are shown the numerical values of these
coefficients for the values of the parameters k1

crit =
−0.302893182, a1

crit = 1, b = 0.3

Ǎ2 = −2.948179547 + I4.516842572 ,

B̌2 = −2.948179547 − I4.516842572 ,

Č2 = 5.279103128 .

Substituting the obtained results in system (69) we
obtain the order parameter equation

ϕun+1 = λ̌uϕ
u
n−

a

b(λs−λu)(λ̌s3−λ̌u)
(λs(λ̌s1Ǎ2(ϕ

u
n)

2

+ λ̌s2B̌2(ϕ
u
n)

2)+λu(λ̌s3Č2(ϕ
u
n)

2+λ̌uϕ
u
n))

2

(78)

In Figs. 7 and 8 the real and imaginary parts of
the center manifolds are shown together with the
projections of the numerically simulated mode
equations (69). Figure 9 finally shows the bifurca-
tion diagram of the order parameter equation and
the numerically simulated mode equations.

For Eqs. (43), (57), (68) and (86) we calcu-
late numerically in Table 4 the coefficient α [see
(33)] at the bifurcation points for various val-
ues of the parameter k in order to verify the
assumption (33). The calculations were made
with 500 000 iterations. In the intervals of the
parameter a one hundred logarithmically equidis-
tant points are chosen and the values of α were

obtained by a least squares fit assuming the follow-
ing functional dependence log(ξun) = α ∗ log(ε) + β
(respectively, log(xn − xst) = α ∗ log(ε) + β for the
original Hénon map). In Table 4 the upper val-
ues correspond to the upper branch of the bifurca-
tion and the lower values to the lower branch of the
bifurcation.

To summarize our results, we can conclude that
the stabilization of the unstable mode is impor-
tant for this control mechanism in order to obtain
the suitable behavior of the system. In Table 5
we have collected the coefficients of the order pa-
rameter equations (54), (67) and (78). As one can
see they coincide in the first too lowest orders but
differ in the higher orders which is a consequence

Fig. 8. Imaginary part of the quadratic center manifold
(75)–(77) together with the result obtained by a numerical
simulation from the mode equations (69).

Fig. 9. Numerically obtained bifurcation diagram of the
order parameter equation (78) (dimension 1) and the mode
equations (69) (dimension 4).
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Table 5. The coefficients of the order parameter equations (54), (67) and (78).

Terms Order Param. Eq. (54) Order Param. Eq. (67) Order Param. Eq. (78)

ϕun λ λ λ

(ϕun)2 Keλuλ Keλuλ Keλuλ

(ϕun)3 2Ke(λuλÂ2 + λsλ
2
A2) 2Ke(λuλB̃2 + λsÃ2) 2Ke(λuλČ2 + λs(λ̌s1Ǎ2 + λ̌s2B̌2)

(ϕun)4
Ke((λuλÂ2 + λsλ

2
A2)

2 +Kd)

λuλ

Ke(λuλB̃2 + λsA2)
2

λuλ

Ke(λuλČ2 + λs(λ̌s1Ǎ2 + λ̌s2B̌2)
2

λuλ

λ = λ̃u = λ̂u = λ̌u =
λu − k −

√
(λu − k)2 + 4k

2
, λ = λ̃s2 = λ̂s = λ̌s3 =

λu − k +
√

(λu − k)2 + 4k

2

Ke = − aλuλ

b(λs − λu)
√

(λu − k)2 + 4k
, Kd = 4λuλÂ2λsA2λ

2

of the dimensionality of the corresponding original
system.

3.3. Transition from the mode
equations to the initial
equations

Although we have applied the control mechanism to
the mode equations we are mainly interested in the
effect of the control mechanism on the original sys-
tem, therefore we consider now the transition from
the modes equations (57), (68) back to the original
equations. Starting from Eq. (19) and inserting the
control mechanism we get

ξ
n+1

= ΓΛ
(2)(: ξn) + ΓÑ(3)(: ξn)

2

+ kΓS(2)(: ξn−1
− ξ

n
) , (79)

where we have introduced the tensor ΓS(2). The

components of this tensor are shown for Eq. (57)
in Table 6 and for Eq. (68) in Table 7. Multi-
plying (79) from the left side with the tensor ΓV(2)
and obeying (20) and (21) from Sec. 2 we derive

ΓV(2)(ξn+1
) = ΓL(2)Γ

V
(2)(: ξn) + ΓN(3)(Γ

V
(2)(: ξn))

2

+ [kΓV(2)Γ
S
(2)Γ

V −1

(2) (ΓV(2)(: ξn−1
− ξ

n
))].

(80)

The Eq. (80) is analogue to Eq. (18) of Sec. 2 but
contains in addition the expression in square brack-
ets which is caused by the control mechanism. If we
add the stable stationary state q

st
to Eq. (80) we

finally yield

xn+1 = N(xn, {α}) + [kΓV(2)Γ
S
(2)Γ

V −1

(2) (: xn−1 − xn)]
(81)

with

N(xn, {α}) =

(
1 + yn − ax2

n

bxn

)
. (82)

From Eq. (81) and Table 6, i.e. the control scheme
of Eq. (57), we get the following matrix of control
coefficients for the product of the tensors:

kΓV(2)Γ
S
(2)Γ

V −1

(2) = k

(
A B

C D

)
, (83)

where the coefficients A,B,C,D in general are dif-
ferent and depend on the control parameter k and
the stationary state q

st
. With this, the components

Table 6. Components of tensor ΓS(2) for
Eq. (57).

ΓS(2)

(ΓS(2))11 = 1

The remaining components are equal to zero

Table 7. Components of tensor ΓS(2) for
Eq. (68).

ΓS(2)

(ΓS(2))11 = 1

(ΓS(2))22 = 1

The remaining components are equal to zero
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Table 8. Coefficients of the control (84) and (86).

Parameter of
Critical Points the Control (86) Parameter of the Extended Control (84)

acrit ancrit k k A B C D

1 −0.30289 −0.30289 0.89578 −0.55784 −0.16735 0.10421

0.3675 1.4 −0.46186 −0.46186 0.92501 −0.48084 −0.14425 0.07498

1.6 −0.53491 −0.53491 0.93455 −0.45151 −0.13545 0.06544

Fig. 10. The bifurcation diagram of the original Hénon map
(x(0) = 0.5), Eq. (9).

of Eq. (81) will have the following form:

xn+1 = 1 + yn − ax2
n + k(A(xn−1 − xn)

+B(yn−1 − yn))

yn+1 = bxn + k(C(xn−1 − xn) +D(yn−1 − yn))
(84)

For the second control scheme, i.e. Eq. (68) we
obtain from Eq. (81) and Table 7

kΓV(2)Γ
S
(2)Γ

V −1

(2) = k

(
1 0

0 1

)
(85)

and for the components of Eq. (81)

xn+1 = 1 + yn − ax2
n + k(xn−1 − xn)

yn+1 = bxn + k(yn−1 − yn) .
(86)

Looking at Eqs. (84) and (86) it is interesting
to remark, that the more complex feedback mecha-
nism corresponding to Eq. (68) leads to the simpler

system (86). Numerical investigations of both
systems show however, that this control mechanism
leads to a behavior which is generally more sta-
ble. We assume that the reason for that lies in the

Fig. 11. Shifted value of the first bifurcation ancrit = 1
(x(0) = 0.5), Eqs. (84) and (86).

Fig. 12. The bifurcation diagram of completely stabilized
Hénon map ancrit = 1.6 (x(0) = 0.5), Eqs. (84) and (86).
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stabilization of both modes, the unstable as well as
the stable one. In Table 8 we have collected the
coefficients for both control mechanisms. Here acrit

represents the old value of the bifurcation point,
whereas ancrit represents the new one.

In Fig. 10 the original bifurcation diagram of
the Hénon-map is shown, whereas in Figs. 11 and
12 the bifurcation diagrams for the cases ancrit = 1
and ancrit = 1.6 for both control mechanisms are
presented. As we can see it is possible to shift
the first bifurcation point of the period-doubling
cascade with the applied control mechanism.

4. Summary and Outlook

It is shown in this work, that the synergetic ap-
proach [Haken, 1983] based on the derivation and
analysis of the order parameter equation using the
center manifold theory, allows the description of the
behavior of nonlinear time discrete dynamical sys-
tems. This concept is based on the fact that in the
vicinity of an instability, i.e., a bifurcation only a
few degrees of freedom govern the dynamical behav-
ior of the system. The application of this approach
to partial differential equations (PDE) [Bestehorn &
Haken, 1990] or delay differential equations (DDE)
[Wischert et al., 1994], i.e. infinite-dimensional sys-
tems is very useful, because in this case the reduc-
tion of the systems complexity, i.e. the degrees of
freedom is enormous. If one looks at the periodic
spatiotemporal patterns occuring in coupled map
systems, it is expected that in the vicinity of the
bifurcation points a reduction of the systems com-
plexity occurs in this case too.

However also the application to low-
dimensional nonlinear dynamical systems discrete
in time is encouraging, although the reduction is
in this case not so remarkable. These investiga-
tions are also interesting for theoretical purposes
to develop suitable control mechanisms which can
be applied to higher-dimensional systems up to
infinite-dimensional systems like PDEs or DDEs.
Therefore we have investigated the influence of well-
known control mechanisms (see [Pyragas, 1993]) on
the order parameter equation, the mode equations
and finally the original evolution equation. The
calculations in this work show, that it is possible to
derive the order parameter equations for nonlinear
maps with dimensionalities 2, 3 and 4 analytically.
From the point of view of control theory, we have
shown the efficiency of the stabilization by shifting

the bifurcation point using the method of delayed
feedback mentioned above and in addition derived
the modified control scheme (see also [Basso et al.,
1998]). The advantage of this method is that we are
able to calculate the appropriate value of the pa-
rameter kcrit for the specific bifurcation point ancrit.
Furthermore it can be formalized using a symbolic
manipulation program like Maple which makes it
possible to derive order parameter equations for
systems with dimension four or even higher.
However there are still some open questions which
should be investigated further.

Concerning our assumption (33) for the depen-
dence of the unstable mode amplitude ξun on the
smallness parameter ε the question arises whether
this functional dependence is fulfilled in all cases.
Concerning the control of periodic orbits it has
to be investigated which feedback schemes should
be applied here in order to shift only the second
and higher bifurcations, for instance, in a period-
doubling scenario.
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